[image: image2.png]moosesoft\are




[image: image1.wmf]

Linux/VDF Case Study

Doc-To-Help Standard Manual
[image: image4.wmf] 


Summary

iSummary


2Introduction


2Background


3Nowadays


4Case 1


4Company


4Hardware


4Base Software


5Custom Software


5VDF Software


7Case 2


7Company


7Hardware


8Base Software


8Custom Software


8VDF Software


10Conclusions


10Conclusions


10And next...





Introduction

Proyecto 

Linux/VDF case study

 

Modulo  

Introduction


Responsable 
 
José A.F. Guimarães e Costa

Revisado  

2002/10/09

Background

To fully understand how and why of the case studies describe later on, a background of Moose Software and the clients described in the examples has to be told.

Moose Software is located in Vigo an idustrial town located on the NortWest coast of Spain and at 30 km from the Northern Portuguese border. Moose Software was founded in November of 2001. I am its owner and director. I also was co-founder in 1984/1985 of company “X” (I prefer not to mention its name”), another software and services company. From 1984/1985 until February/March of 2001 I was its technical director. Due to disagreements with my partner I sold my shares to him in July 2001. 

In that company from 1984 to 2001 we were involved in a variety of projects spanning from single users to medium multi-users sites heavily concurrent. From the beginning we bet for Xenix/Unix like systems, and thus, our software was created in character mode starting in 2.1b, changing very briefly to 2.2 and staying until 1999 in 2.3b. On that period of time we dealt with a huge variety of Unix like OSs that proved very reliable (SCO 286 Xenix, 286 Olivetti Xenix, 386 SCO Unix, ATT Unix, Olivetti LSX, SCO Unix, etc.)  Meanwhile we made some incursions in VDF 4 and 5 but the software had no continuity.

So, with the year 2K approaching and a change of hardware and software updating  needed at most sites, we had to look for a solution as stable and reliable as the previous ones. That is where 3.1d for Linux came and that together with a cheap (free) OS became the obvious solution.

Transition to 3.1d was smooth with only minor changes and the year 2K compliant systems were up and running quite fast with major overhaul done on rewiring at clients sites, changing old serial cables by more modern UPT class 5 wiring as the previous step to a future change in software to a GUI interface, and thus network based.

Nowadays

Since I left the company “X” a few clients have requested Moose Software to give them services, software developing and maintenance. No source code was available so anything new had to be developed in 3.1d, or had it?

I had no interest in developing in character mode anymore (at least for the majority of projects) and had no interest in purchasing new developers licences in CM. That is where Visual Dataflex fitted in as I will mention on the cases that follow.
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Company

This is a factory that transforms blocks of granite into slabs and other pieces of granite. This is a 24x7 factory except for 15 days in August that is shut for holidays an maintenance. Still, during those 15 days some orders are processed and served. As such it is almost impossible to stop or close the system for reindexing or other tasks. Reliability and a highly robust software is needed. 

Hardware

Located in three main areas: Administrative offices, factory offices and factory floor (production line). Each area is wired with UTP class 5 and fibre optics is used to interconnect them. There is also a stand alone terminal at the factory´s main courtyard. On each area there are 10/100 Mb hubs.

The server is a single processor Pentium III at 450Mhz with SCSI HD and 128 Mb RAM. There about 20/22 Pcs from  old 486 to Pentium 4. Printers of different sorts: one departemental Laser, 3 small lasers, one large (A3) and one small (A4) inkJet, 4 barcode printers at the factory floor and 3 impact printers.

Base Software

OS in client PCS are Win 9x, Win Me and Windows XP.

NetTerm is used as a telnet to access the server which is running Red Hat 5.2.

In character mode they use Dataflex 3.1d.

Visual dataflex 8.2 is running in 10 Pcs located at the administrative and factory offices. We use 3rd party software from Starzen (FxImage) and TufWare (Evolution).

Crystal Reports 8.0 is used for reporting.

Custom Software

Deals with all the aspects of the factory from purchasing, accounting, factory production, invoicing etc. In character mode has proven throughout the years to be extremely reliable and precise (no lost records). Thus any solution implemented by Moose Software had to be at least as reliable and precise.

VDF Software

An invoicing and billing module was contracted to Moose Software. It has to read and write to files located in the Linux server. Most of those files (about 120 out of 200) are being accessed by this new module and writing (updating and creating) is done in about 50 of those. This software went into beta testing in April/May 2002 and into full production since end of May 2002.

Files vary from a few records (3 to 4), the majority in the 5000 to 20000 range, a couple in the 300.000 range and one extreme with 1.100.000 records and 8 on line indexes and growing .

Sizes of dat files go from 1Kb, the most in the 5 to 20 Mb range and two extremes with 200 and 300 Mb each. K files ranges from 1 kb to 40 Mb.

A few problems had to be solved: no way of going to a client-server solution (at least now), sharing the filelist.cfg with the 250 file limitation of 3.1d, sharing files appropietly in Linux and Samba and slow response.

Sharing the 250 file limitation was no major problem since we designed the new software needing just a few new files (at the moment around 15) and relying as much as needed on existing files.

Samba and Linux sharing is another matter. Opplocking had to be disabled on all Win 9x and Win Me machines (no problem) and in Samba. To finish the file sharing problems we followed the advice given by Marco Kuipers in the VDF newsgroup (answer to a thread open by myself on 2002/05/28).

Speed. Obviously not as fast as the Dataflex running in Linux, specially on BPOs and reports. For reports we use CR and that is one point where the most care has to be taken: indexes and up to date CR CK dlls is a must.

Access to data through views is good (no delays). On large files you can see a slight delay in selection lists (we have no views for them but I think we will do some just for curiosity).

A view using a file with 150 records, 2 indexes, 20 kb in size and with access to images (.jpg) 0,5Mb to 2,5 Mb in size (with zoom and full scrolling capabilities) is acceptable.

All dat, k, hdr, filelist, exe, jpg, and rpt files are located in the Linux server. Exe files are copied from the server to each client every time the operator loads the program (clicks on its icon). From there on is smooth riding.

So far VDF has not hanged so I do not know if we will get corrupted indexes.

Conclusions

A decrease in speed comparing VDF to CM in Linux is appreciated but good performance was obtained. That is obvious with no client-server engine working, and we are comparing with legacy software very well “tuned” and with an extremely fast software as is Dataflex. Of all this the best is that the client is pleased! 
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Company

Hardware store with a central and two shops. They work from monday to saturday afternoon on commercial hours. At present they have 37.000+ different items in their catalogue.

Hardware

Each building is wired with UTP class 5 and dial up ISDN lines are used to connect them. On each building there are 10/100 Mb hubs.

The central has a single processor Pentium III server running at 450Mhz with SCSI HD, 128 Mb RAM and a Specialix multiport board. There about 10 Pcs Pentium III and 4s, 1 POS, 3 character terminals (using Multiscreen) and printers of different sorts: a multifunction Departemental Laser, a barcode printer,  small (A4) inkJets, one POS printer and 3 impact printers. Multiscreen is a Linux utilitie that allows a serial terminal to have various sessions open, in this case against the same server.

The first branch has a Pentium III server running at 350 Mhz, 64 Mb Ram and an IDE HD. There are 2 Pentium III PCs, a Pentium 4 PC, one POS (PC), one POS (character terminal), 2 impact printers and 2 POS printers.

Finally the second and smallest branch has a similar server as the previous one, one old PC (well, very old, running MS/DOS with terminal emulation software connected to the server through a 9600 Bps serial line!), one POS printer and one impact printer.

Base Software

OS in client PCS are Win 98 and one MS/DOS (do not the version)

NetTerm is used as a telnet to access the servers which are running Red Hat 5.2 and one site 7.0.

In character mode they use Dataflex 3.1d.

Visual dataflex 8.2 is running in 5 Pcs located at the central. We use 3rd party software from Starzen (FxImage) and TufWare (Evolution). No VDF at the two shops.

Crystal Reports 8.0 is used for reporting.

For file transport amongst shops “rcp” is used although Blast was also used with very good and reliable results.

Custom Software

Deals with all the aspects of stores from purchasing, accounting, invoicing, orders amongst shops, automatic orders from shops to the central, automatic synchronizing of important files, etc. Software is not as robust as in  Case 1 (it is much older and in need of re-doing).

In character mode the software is very fast, solid and with lots of functionalities.

VDF Software

Some small appendices to the actual software were contracted to Moose Software. It has to read and write to files located in the Linux server. Very few of  these files (about 10 out of 150) are being accessed by this new module and writing (updating and creating) is done in all of them. 

One of this appendix is a module that reads vendors orders created in character mode, transfoms them and transfers them via FTP to a Web Portal.

At the central,  files vary from a few records (3 to 4), the majority in the 5000 to 10000 range, a few in the 25.000 range and the two biggest  with 900.000 records and 6 on line indexes and the other with just above 1.000.000 records , 8 on line indexes and growing. Sizes of dat files go from 1Kb, most are in the 5 to 8 Mb range, a few  between 25 to 40 mb and two extremes with 95 and 110 Mb each. K files range is from 1 kb to 40 Mb.

The problems found and its solutions were the same as in Case 1.

All dat, k, hdr, filelist, exe,, and rpt files are located in the Linux server. Exe files are copied from the server to each client every time the operator loads the program (clicks on its icon). From there on is smooth riding.

So far VDF has not hanged so I do not know if we will get corrupted indexes.

Conclusions

The site not as large as Case 1 it is a good example of how easy is to make with VDF, integration of both technologies. Whenever the Web Portal is ready XML transfers will be made. With VDF we left the door open to integrate data that is been inputed in character mode with the usual office tools (Word, Excell, etc.). 
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Conclusions

The combination of heterogeneous OSs, small hardware requirements for servers and price has proven to be no hurdle for Linux. VDF has performed faster than we initially thought, although, for the present situations we will not recommend more than 10 users. Neverthless I am sure that we would get a boost in performance by changing the hubs by switches, specially in Case 1.

And next...

We will continue to develop in VDF and  have a look at WebAPPServer. Neverthless for more than 10 users in VDF we found that a client-server solution is needed. 

In the future we will stick to Linux (probably Red Hat) and use MySql as the database engine for client-server solutions: we will have to wait for Mertech’s driver or someone else’s (DAWW ?). We consider that the combination of reliabilty, power, security and price of Linux and MySql together with VDF are optimun and that is the way we are going to lead. 
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